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KISTI is responsible for national cyber-
infrastructure of Korea.
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Enable Discovery and Extend the Horizon of S&T

Vision and Mission
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Supercomputer is a computer that led the world in terms of 

processing capacity, particularly speed of calculation, at the 

time of its introduction.

- Wikipedia



Automobile Design

Earth System

Human Genome

Natural Disaster

Aluminium Can Design

New Material

Brain Analysis Hydrogen Energy

High Energy Physics
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Resources

1988 1993 1997 2001

[KISTI-1] 
Cray 2S

[KISTI-2S] 
Cray T3E

2002 2003

2 GFlops 115 GFlops 320 GFlops

4.4 TFlops16 GFlops

2GF 16GF 131GF 5.2 TF

2008 2011

360 TF

36 TFlops

324 TFlops

History of KISTI Supercomputers

[KISTI-2]
Cray C90

[KISTI-3]
NEC SX-5/6

[KISTI-3]
IBM p690

[KISTI-4]
SUN Blade 6048

[KISTI-4]
IBM p595

2009
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Gaia(IBM)

Phase 1 Phase 2

Manufacture IBM p595 IBM p595

Architecture SMP

Process model POWER5+ POWER6

# of Nodes 10 nodes 24 nodes

# of CPU cores
640

(64 per node)

1,536

(64 per node)

Rpeak

(Tflops)

5.9TFlops 30.7TFlops

36.6TFlops

Total Memory 2.6TB 9.2TB

Disk Storage 63TB 273TB

Interconnection Network HPS IB 4X DDR

Resources

Hardware Specification : Gaia
 Cluster of SMPs

 Memory intensive Computing System for Massive Parallel Jobs

 Ranked at 393th in top500 in Nov. 2009
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Tachyon(SUN)

Phase 1 Phase 2

Manufacture SUN Blade 6048

Architecture cluster

Process model AMD(Barcelona) Intel (Nehalem)

# of Nodes 188 nodes 3,200 nodes

# of CPU cores
3,008

(16 per node)

25,600

(8 per node)

Rpeak

(Tflops)

24 300

324

Total Memory 6TB 76TB

Disk Storage 207TB 1.2PB

Tape Storage 422TB 2PB

Interconnection Network IB 4X DDR IB 4X QDR

[SUN Blade 6048] 

Hardware Specification : Tachyon

Resources

 Cluster system

 Ranked at 15th in top500 in Nov. 2009



# of Supercomputers in Korea : 18

Top 500 List (http://www.top500.org, 2009/11)

http://www.top500.org/
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Application Software

Field Software Name Version System

Structural

Mechanics

ABAQUS 6.10 IBM

MSC/NASTRAN 3.1 IBM

LS-DYNA V971 R4.2.1 IBM

Sysnoise 5.6 IBM

Ansys 12.10 IBM

Fluid Thermo

Mechanics

CFX 12.1 IBM

STAR-CD 4.08 IBM

FLUENT 12.0 IBM

SC/Tetra 7 IBM

Chemistry/

LifeScience

Gaussian 032009
IBM /

SUN

AMBER 10.0 IBM

SuperCHARMM C35B1 IBM

 Supporting the major application software for each scientific 
area

Resources
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Software Specification

IBM(Gaia) SUN(Tachyon)

Compiler VACPP
XLF
GNU gcc

PGI CDK
Intel Compiler
GNU gcc

Debugger dbx, xldb, pdbx Total View

MPI Lib. PE MVAPICH,OpenMPI

Math Lib. MASS, ESSL, PESSL, blas,
lapack, blacs, scalapack, 
fftws

Aztec, ACML, 
ATLAS, BLAS, 
BLACS, FFTW, 
GotoBLAS, LAPACK, 
Scalapack, Petsc

Profiler HPM toolkit, PE 
benchmarker,
prof, gprof, xprofiler, tprof

TAU cvs version for 
Barcelona

Resources
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Resources

※ PUE (Power Usage Effectiveness) 
= Total Facility Power / IT Equipment Power

Cold aisle containment Infra-red picture (before)                   (after)

Improving energy effectiveness

 Cold Aisle Containments(CAC) can significantly improve 
the predictability and efficiency of cooling systems

 The CAC prevent hot air from mixing together before the 
cold air reaches the server

 By using CAC

 Improving PUE [1.69 → 1.61]

Dropping inlet temperature [20%] 

 Saving power consumption : 0.9 million kW per year

 Saving energy prices : 50 million won per year
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Resource Allocation
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Strategic Support Program(SSP)

 Upto 50% of KSC resources are allocated through 
SSP projects.

 SSP allocations process defines four types of projects 
(Startup project, Originality Research Project, 
Challenge Research Project, and National Research 
Project)

 The process for requesting and obtaining access to 
KSC resources differs depending upon the type and 
purpose of the allocation being requested.

 Upto three projects per PI and upto three-year 
allocations.
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Resource Allocation
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Originality Research Project 
 Target : A globally competitive research related to 

computational science that faces limitations in research 
activity owing to a lack of computational resources

 Upto 100 SUs. 

( 1 SU = 20,000 CPU hours for Tachyon II)  

Challenge Research Project
 Target : Research collaborating groups, Large-scale 

simulation researcher, and world-class researchers 

 Upto 8,192 dedicated cores or upto 200 SUs. 

National Research Project
 Resources are provided to government-funded research 

institutes that have concluded a memorandum of 
understanding with KSC on using its supercomputer.
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Resource Allocation & Statistics

19

Startup Project
 provide a mechanism to new users for starting their 

research or initial experience on KSC resources 
without delay

0.1 Sus are provided.

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

No.

of 

awarded projects

Challenge Research Project - 4 6 5 13 5 9 3 4 1

Originality Research 

Project 
16 19 16 40 41 55 60 43 56 58

National Research Project - 36 29 26 39 32 38 50 43 -

Total 16 59 51 71 93 92 107 96 103 59

Papers (SCI) 23 22 33 30 33 66 74 110 127 91

Awarded Projects
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Large-scale environment on galaxy properties

Large-scale molecular dynamics simulations of Al(111)  nanoscratching

 Inspection of the coupled dependence of physical 

parameters of Sloan Digital Sky Survey galaxies

on the large-scale environments 

(Changbom Park , 

Korea Institute for Advanced Study) 

Success Cases

 Understanding the mechanisms of defect generation 

and evolution under various scratching conditions

(Im Seyoung, 

Korea Advanced Institute of Science and Technology) 
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Success Cases

21

A new graphene nanoribbon spin-valve device

Cis-PA & Titanium complex

 Development of a new graphene nanoribbon 

spin-valve device which has very large values

of magnetoresistance plays a role 

in next generation spintronic devices

(Kwang S. Kim, 

Pohang University of Science and Technology) 

 Design of the metal-decorated trans-polyacetylene 

as a hydrogen storage medium

(Jisoon Ihm, 

Seoul National University) 
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Services

Education and Outreach (1/3)
 KISTI Training in Services

 Parallel programming Courses

– Message Passing Interface – MPI, MPI-2

– OpenMP shared memory parallelization

– Parallel performance and optimization 

 Programming Language Courses

– Python  programming language 

– Fortran for scientific computing 

 Platforms at KISTI

– IBM p595 system usages 

– Sun constellation system (300 TF) usages  

 Application software packages courses 

– Fluent, CFX, ANSYS workbench, LS-DYNA

– OpenFOAM

22
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Services

Education and Outreach (2/3)
 KISTI Regular Courses in Services

 2010 year, 648 participants for 46 days 

– Catalogue all HPC training schedules 

 2011 year, more than 200 attendees for 10 courses 

– Open a new course of OpenCL programming model 

23
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Services

Education and Outreach (3/3)
 KISTI Tutorial and Schools (2011) 

 Heterogeneous Computing with OpenCL

– Winter school : 60 participants for three days (February)

– Tutorials in conjunction with Finland CSC summer school (May ) 

 International OpenCL/HPC Summer School (Aug. 16~26) 

– KOREA-JAPAN HPC Summer Seminar (August 22~24)

 Japan (Univ. of Tsukuba), Korea (SNU, KISTI)

– OpenCL tutorial 

 More advanced lectures for applying to real problems (Aug. 25~26)

– OpenCL programming model with hands-on computer exercises

24
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Research for Service

Innovative computing for science (1/2)
 Develop a new empirical-potential molecular 

dynamics code (KMD) for Heterogeneous 
programming with MIC

Widely used for simulating nano-materials including carbon nanotube, 
graphene, fullerene, and silicon surfaces 

 Parallelized well with standard multi-threading programming models

25
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Research for Service

Innovative computing for science (2/2)
 KISTI OpenCL projects for Heterogeneous Computing   

 OpenCL porting of GSL (GNU Scientific Library) Package  

– Development of OpenCL version of BLAS, Eigenvale

– Visit GSL-CL (http://sourceforge.net/projects/gsl-cl/develop)    

 Development of KISTI Molecular dynamics (KMD) code with OpenCL for 
the nano-material simulations 

– Expecting more on future heterogeneous platforms with productive 
programming models and expected performance in real 
applications, i.e., defects on graphene, nanotubes, fullerences

26
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2 Technical supports

Closely work with system administrators 
(infrastructure team)

Installing and maintaining SW
- compilers, performance tools, libraries, application softwares

Consulting 
- answer a question and solve a problem related to using KISTI   

resources (HW and SW)

Parallelization/Optimization 
- parallelize and optimize user’s code on KISTI supercomputers   

and emerging architectures on demand

27
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MM_PAR

A general purpose parallel MD simulation 
code

- Parallel molecular dynamics simulation (NVE, NVT, NPT), dissipative    

particle dynamics simulation, and Langevin dynamics simulation of a 
molecular system  using domain decomposition scheme  and multiple 
time step method 

- C, MPI (version 1.0) -> C++, MPI+OPENMP (version 2.0)

Protein folding Anesthesia Microchannel flow
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Science Cloud

AMGA

High Energy Physics
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Science Cloud

Objectives

30
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Korea Cloud Service Testbed Center

31

Promotion of Cloud Computing Industry

Korea Cloud Service Testbed Center

Cloud Service 

Model Discovery

Cloud Solution

Test & Inspection

Cloud Technology & 

Service Model POC

Government

Cloud
Companies

Research
Institutes

Cloud
User Group
(SMB, etc.)Expert

Groups

Science Cloud
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Official Metadata Software/Service of EMI 
 De facto standard metadata catalog service for grid 

community

Collaborative development among KISTI (Korea), 
CERN (Switzerland) and INFN (Italy)

 KISTI is leading its development within EMI 

32

• EMI (European Middleware Initiative)
consists of 24 partners

• Official AMGA Website at CERN

AMGA
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AMGA

Deployment 
 Deployed at more than 150,000 computing nodes in 

the EGI infrastructure and beyond 

 Used by many user communities for their metadata 
services including Belle II, WISDOM, e-Health-Child

33

France UNICE
Medical Data 
Management

Italy IN2P3
Digital Library

Germany DKRZ
Climate Research

France IN2P3
Drug Discovery

Japan KEK
High Energy Physics

# of AMGA Download in 2010 
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Why High Energy Physics @ KISTI?

There is no accelerators in Korea
 To study HEP using cyber-infrastructure

 KISTI is the best place for cyber-infrastructure 

=> for HEP

=> France-Korea Particle Physics Laboratory at KISTI

To handle 50 PB data Belle II @KEK
We need new data handling system in 2015.

=> KISTI is best place for cyber-infrastructure R&D.

=> Chair of the working group (K. Cho)  

34
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International Collaborations

35

Belle*/Belle II* 

@ KEK, Japan

CDF*@FNAL, USA

e-Science @KISTI

IN2P3@France

France-Korea Particle 

Physics Laboratory

* Official 

Collaborations
• The Leader of FKPPL - CDF Project  (Kihyeon Cho)

• The Chair of Belle II Data Handling working Group (Kihyeon Cho)
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⇒
The Standard 

Model
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1. Data production
• CDF Remote Control Room

@KISTI

2. Data processing
• Pacific CAF(CDF Analysis Farm)
⇒ North America CAF @KISTI

3. Data Analysis Collaboration
• EVO servers @KISTI

4. Belle II Data Handling System 
• Working Group Chair (K. Cho)

To study high energy physics anytime 

anywhere even if we are not on-site 

(accelerator laboratory)

Ex) A study of Higgs model 
using cyberinfrastructure @KISTI



CDF Operation Center KISTI Remote Control Room

We take shifts at KISTI even if we are not at Fermilab.
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⇒ Feed-back between experiments (Belle & CDF) and theories inside KISTI
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High Energy Physics Tools

The Chair of Belle II Data Handling Working Group (K. Cho)
 To handle 50PB Belle II data at KEK, Japan in 2015 

=> We develop new system.

 40 persons from 13 institute 

from 9 countries
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Newspapers (1/2)
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Newspapers (2/2)
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4343

- To study high energy physics anytime and anywhere

- Fusion research of experiment-computing–theory

Publication

comment

Collider physics using e-Science 
paradigm of experiment-computing-
theory

B physics

Leading Belle II Data Handling Working Group which 
consists of more than 30 persons from 12 countries



⇒ Thanks letter’s from users
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Summary

Vision of Supercomputing Center
 Enable Discovery 

From Resource Provider to Value Provider

High Energy Physics is one of successful 
areas of supercomputing R&D.

⇒ Thanks letters from users



HEP@KISTI


