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~30 persons,12 institutes from  
9 countries (chair: K. Cho)

KISTI

HEP Team 

– JungHyun Kim, Kihyeon Cho, 

YoungJin Kim, Taegil Bae, …

AMGA Team 

– Soonwook Hwang, Sunil Ahn, 

HanGi Kim,  Tae-sang Huh, …

Melbourne 

Tom Fifield, Martin Sevior, …

Krokow

Maciej Sitarz, Mitosz Zdybat, 
Rafat Grzymkowski, Henryk
Polka, …

KEK, Karlsruhe, etc…
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Belle II Data Handling Group meeting
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• First and Third Thursday 
5:00 PM (KEK Time)

• Upcoming meeting
- May 12, 5:00 PM
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Status =>done

Constructed Belle II Data Handling System

Data Handling and Job Management for Belle II 
Grid => done 

Test of Large Scale Data Handling
Belle Data at NSDC farm at KISTI => done

• Around 125 TB for Belle data

Belle II Data (Random data) => 
• Realistic test (file level) => done

Based on TDR
Raw data: 100 M files
Real : 4.3 M files
MC: 12.5 M files

Test of High Frequency Test => done
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Data Handling Scenario
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• To improve the scalability and performance
• We apply AMGA which is middleware for g-Lite

?

?

done

Belle II Data Handling Scenario



Kihyeon Cho

KEK

Grid Site Grid Site

Local Resources Local Resources Local Resources Local Resources

Ntuple
Analysis

MC Production
And Ntuple
Production

Raw Data Storage
And Processing

Cloud

MC Production
(optional)

AMGA

DIRAC

UI

Tape

CPU

Disk

Raw Data

mDST Data

mDST MC

Ntuples

D
a
ta

 T
o
o
ls

D
a
ta

 T
o
o
ls

Client

gbast2

Belle II computing model
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Data Handling Outlines
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KEK Grid sites

plan

DIRAC
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To construct the DH system for 
Belle II experiment• To improve the scalability and                   

performance
• To run based on grid farm 

⇒ AMGA (Arda Metadata 
Catalog for Grid Application)

AMGA

Data Cache

9

Belle II metadata system

DIRAC

DIRAC



Kihyeon Cho

• We make the simple data tool 

which is not based on database.
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Belle II data cache system

Event-driven meta-data catalog 

⇒ Condition-driven meta-data catalog



Kihyeon Cho

Large Scale data DH test with 
Belle Data

We perform searching for the interesting files with 
a table of meta-system and changing number of 
parallel processing.

The linearity of search is stable up to 50 parallel 
simultaneous processing.
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• # of files: 2013 files

• # of events: 12 M events

• # of luminosity: 5792 pb-1

• What queries? 

- run #, exp#, stream#...

Input
Output

Large Scale Data Handling test
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Large Scale data DH test with 
Belle II Data (Random generating)

•With a table and multi-processing

•Generating time: 400 files/sec

•With 30 multi-tables and multi-processing

•Generating time: 400 files/sec

Input: 70,000 files (140TB) 

The linearity of search is stable up to 50 parallel 
simultaneous processing.

It is almost same between using a table and using 30 multi-
tables.
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UI
Grid 
Farm

AMGA
Server

Belle VO

Belle II VO

Farm Belle VO Belle II VO

KISTI Grid farm
(sdfarm.kr) 

OK (By Sunil) N/A

KEK Grid farm
(kek2-cd05.cc.kek.jp)

OK (By Tom) OK (By Sunil ) 

@ AMGA Team

@ HEP Team

@ Melbourne

• Sunil has written documentation of how to submit grid jobs. 

• We had tested AMGA Sever at HEP team(150.183.246.196).

• AMGA Server at Melbourne is in Grid. 

•To test AMGA server at KEK => delayed 13

AMGA Test at Grid Farm
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AMGA servers @ KEK

Spec@KISTI

Dell PowserEdge 1950 Quad-core 2.66GHz*2

8GB RAM

Will be Installed by AMGA team 

Step 1. Data generation => big storage
No Grid

Step 2. Master of Metadata Catalog => 10TB 
enough

On Grid

=>Delayed
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To do list

Stand-alone metadata registration tool kit

Snap-shot like style

To restart event level R&D
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To do list – work on
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Junghyun and Taesang Huh

C++ module for Belle II

1st step. Gbasf2 @ KISTI
To check logfile message and meta data

2nd step. C++ Module
Open metadata system

New metadata system with registration

Close metadata system

=> This is requested by the distributed computing 
group
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Stand-alone metadata registration tool kit
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Martin’s mail (4/14)

Data Now that many Belle skim datasets have been created and distributed 
around the world, I think it is very important we implement a dataset 
registration tool for our distributed computing solution. 

This is defined in redmine feature 196: 

http://ekpbelle2.physik.uni-karlsruhe.de/redmine/issues/196

The feature would place a dataset on a grid enabled storage element, 
register it with the LFC and place the appropriate metadata associated 
with the skim in the AMGA meta-database. 

With this tool we can begin to use our distributed data analysis 
system to analyse Belle data. This project is particularly vital given 
the situation with B-computer at KEK. We have access to large amounts 
of computing power on the grid but without this feature we can't 
really use it. 

I thought that you might be interested working together in developing 
this feature since it involves data handling, AMGA and the python 
interface to AMGA. It would also give you a chance to become familiar 
with gbasf2. 
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http://ekpbelle2.physik.uni-karlsruhe.de/redmine/issues/196
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1. Snap shot 

2. Query

A Metadata

Duplicated
Metadata

…B C
Duplicated
Metadata

Query Query …

A

B C

Metadata

• Query vs. Snap shot ⇒ Snap shot (1.5 TB/user)

• Junghyun is making new idea since snap shot increases meta-data 

size due to duplication    
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Metadata for Snap shot vs. Query



Query …

3. Snapshot-like Method ⇒ Working on 

Delete
OK?

Delete

Keep metadata
(Change Permission)

yes

NoA

B C Query

Metadata

• Junghyun Kim, Sunil Ahn and Taesang Huh are working on it.

• Snap-shot style ⇒ snap-shot like style  for user created data

• To store queries which are not duplicated

• To keep the metadata for old data  
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To do list

Data Transfer from HLT at Experiment hall to 
Computing center at KEK ⇒ Need experts

To move master node to KEK for making meta 
system for Belle II

To extract Metadata from Belle Data at KEK 
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To do list - delayed
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Products

The Advanced Data Searching System with AMGA at the Belle II 
Experiment

J. H. Kim, CCP2009, Gaushung, Taiwan, Dec. 2009

Data Cache System at Belle II experiment

K. Cho, CCP2010, Trondheim, Norway, June 2010

Belle II Data Management system 

K. Cho, CHEP 2010, Taipei, Taiwan, Nov. 2010

Meta-information system for Belle II experiment 

J.H. Kim, YongPyong 2011 Conference, Korea, Feb. 2011
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Products

International Conference talks
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The  advanced data search system with AMGA at the Belle II 
experiment

J.H, Kim, S.Ahn, K. Cho*, M. Bracko, et al, Comp. Phys. Com. (2011.1.1)

Design of the Advanced Metadata Service System with AMGA for 
the Belle II Experiment

S. Ahn, K. Cho, S. Hwang, J. Kim*, et al, JKPS (2010. 10.15)

Papers
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The 3rd Belle II Computing Workshop

 Date: November 22-24 (Mon-Wed.) 2010
 1st day (Monday): Off-line and HLT software

 2nd day (Tuesday): Distributed Computing and Data Handling

 3rd day (Wednesday) 
 Morning – Overflow

 Afternoon- Excursion

 Place: KISTI, Daejeon, Korea

 Participants: More than 30 persons 

from 9 countries 

 Just after Belle II General Meeting at KEK
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Newspaper (2010.04.07)
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http://www.hellodd.com



Newspaper (2010.10.25)
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Summary

In order to handle 50 times more data of Belle, 
Belle II Data Handling Group works on: 

Metadata system and data cache system based on Grids

Test the scalability of Large Scale Data Handling 
using Belle and Belle II data

Full service for user friendly

Keep going on 
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Plan 2014

To do Metadata system on Grid 

⇒ Full Service

To do Realization facility for production

To continue supporting and upgrade
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Thank you.

cho@kisti.re.kr
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