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Particle Physics

• Aim to answer the two following questions

– What are the elementary constituents of matter?

– What are the fundamental forces that control 
their behavior at the most basic level?



Particles & Forces



LHC

• The Large Hadron Collider (LHC), currently being 
built at CERN near Geneva, is the largest scientific 
instrument on the planet. 

• LHC will produce roughly 15 Petabytes of data   
annually. 

• Thousands of scientists around the world will     
access and analyse.
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The LHC Machine

• 27 km ring of superconducting magnets
operating at 1.9 Kelvin – colder than outer space

• Colliding proton beams travel at 99.999999991% the speed of light
• Collisions at 7 TeV + 7 TeV generate temperatures 

a billion times hotter than the heart of the sun
• The beam has the energy of a loaded jumbo jet at full speed
• Cost of the accelerator - ~3,000M €



CERN - The European Organization 
for Nuclear Research

• Twenty Member States:
Austria Belgium Bulgaria Czech Republic
Denmark Finland France Germany
Greece Hungary Italy Netherlands
Norway Poland Portugal Slovak Republic
Spain Sweden Switzerland United Kingdom

• Plus eight Observer States: European Commission, In
dia, Israel, Japan, Russian Federation, Turkey, UNESCO 
and USA

• Budget: 1,200 MCHF (~800M €)

• Personnel: 2,600 Staff, 700 Fellows and Associates, 
8,000 Users



High Energy Physics: a Global Community



The Detectors



LHC experiments 

ATLAS A Toroidal LHC Apparatus 

CMS Compact Muon Solenoid 

LHCb LHC-beauty 

ALICE A Large Ion Collider Experiment

TOTEM Total Cross Section, Elastic Scattering and Diffraction Dissociation 

LHCf LHC-forward
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The “ATLAS” Detector

7,000 tons, 150 million sensors, 1 PetaByte/sec



CMS Detectors



CMS Detectors



CMS Experiment

• The main goals of the CMS experiment are

– to explore physics at TeV scale 

– to discover the Higgs boson 

– to look for evidence of physics beyond the sta
ndard model, such as supersymmetry,  or 

extra dimensions 

– to study aspects of heavy ion collisions 



CMS Physics Analysis Groups 

• Forward physics

• QCD

• Electroweak

• Top

• Higgs

• SUSY

• EXOTICA

• B-Physics

• Heavy Ions

• Generator Tools 

https://twiki.cern.ch/twiki/bin/view/CMS/DiffractionAndFwdPhysics
https://twiki.cern.ch/twiki/bin/view/CMS/TWikiQCD
https://twiki.cern.ch/twiki/bin/view/CMS/TWikiEWK
https://twiki.cern.ch/twiki/bin/view/CMS/TWikiTopQuark
https://twiki.cern.ch/twiki/bin/view/CMS/HiggsWG
https://twiki.cern.ch/twiki/bin/view/CMS/SUSY
https://twiki.cern.ch/twiki/bin/view/CMS/EXOTICA
https://twiki.cern.ch/twiki/bin/view/CMS/B-Physics
https://twiki.cern.ch/twiki/bin/view/CMS/B-Physics
https://twiki.cern.ch/twiki/bin/view/CMS/B-Physics
https://twiki.cern.ch/twiki/bin/view/CMS/HeavyIons
https://twiki.cern.ch/twiki/bin/view/CMS/GeneratorMain


Collisions at LHC

Selections of 1 in 10,000,000,000,000



CMS Trigger and Data Acquisition
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LHC computing

• Signal/Background = 10-9

• Data volume:

High rate * large number of 

channels * 4 experiments

 15 PetaBytes of new data 
each year

• Compute power

Event complexity * Number of 

events * thousands of users

 100 k processor cores



Worldwide LHC Computing Grid

• Discovering new fundamental particles and fields and 

analysing their properties with the LHC accelerator 

is possible only through statistical analysis of the massive 

amounts of data gathered by the LHC detectors and detail
ed comparison with compute-intensive theoretical            
simulations. 

• The mission of the Worldwide LHC Computing Grid (LCG)  
project is to build and maintain a data storage and analysis 
infrastructure for the entire high energy physics community 
that will use the LHC.

• The data from the LHC experiments will be distributed      
around the globe, according to a four-tiered model. 



LCG: 4 Experiments + ~140 Computer Centres

Tier-0 – the accelerator centre
 Data acquisition & initial processing
 Long-term data curation
 Distribution of data  Tier-1 centres

Canada – Triumf (Vancouver)
France – IN2P3 (Lyon)
Germany – Forschunszentrum Karlsruhe
Italy – CNAF (Bologna)
Netherlands – NIKHEF/SARA (Amsterdam)
Nordic countries – distributed Tier-1 

Spain – PIC (Barcelona)
Taiwan – Academia SInica (Taipei)
UK – CLRC (Oxford)
US – FermiLab (Illinois)

– Brookhaven (NY)

11 Tier-1 Centres – “online” to the da
ta acquisition process
 high availability

 Managed Mass Storage –
 grid-enabled data service

 Data-heavy analysis
 National, regional support

Tier-2 – 120 Centres in 60 Federations in 35 countries

 End-user (physicist, research group) analysis

– where the discoveries are made

 Produce MC data ~ same amount data from detector.



Motivations for using a Grid

• CERN’s budget for physics computing was insufficient
• Easy parallelism, use of simple PCs, availability of high bandwidth 

international networking .... make it possible to extend the distributed 
architecture to the wide area .... 

AND
• The ~5,000 LHC collaborators are distributed across institutes all around 

the world with access to local computing facilities, ...
... and funding agencies prefer to spend at home if they can

• Mitigates the risks inherent in the computing being controlled at CERN, 
subject to the lab’s funding priorities and with access and usage policies 
set by central groups within the experiments

ALSO
• Active participation in the LHC computing service gives the institute 

(not just the physicist) a continuing and key role in the data analysis 
-- which is where the physics discovery happens

• Encourages novel approaches to analysis ....
... and to the provision of  computing resources



Growth of LHC Grid CPU Usage

150% growth since Jan 07
~300K jobs/day

Equivalent of ~35K permanently 
occupied Intel cores

~50% of the full capacity commi
tted for the 2008 run

Experiment services are still in t
est mode – awaiting the real 
data



LCG Accounting April 2008 

% total # sites

25% 4

50% 12

75% 29

90% 50

100% 135

• Small number of very large contributors ..
.. and a large number of very small contributors

• This was the aim 
– access capacity wherever it is available

• Also suggests that joining the Grid is not too difficult

CERN 13%
Tier-1s 31%
Tier-2s 56%

  CPU April 2008



LCG is built on two infrastructure grids:

EGEE - Enabling Grids for E-Science
OSG  - US Open Science Grid



LCG and Global Ring Network

LHC  Networks  Physics

The critical role of networks for LCG



Individual site
peak data rates

CERN:  ~2 GB/sec
Tier-1:   150-800 MB/sec
Tier-2:     130 MB/sec



Global Ring Network for Advanced Application Development

Global ring network plays an important role 
for the Worldwide LHC Computing Grid.



CMS Data Challenges

• SC4(2006. Jun.-Sep.): Service Challenge 4

• CSA06(Oct.-Nov.): Computing, Software,  
and Analysis challenge

• Load Test 2007(Feb.-May)

• CSA07(Sep.-Oct.)

• CSA08(CCRC08 or iCSA08: Feb. & May)
The Common Computing Readiness Chall
enge of 2008
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• Data Transferred from CERN to Tier-1 
centers with PhEDEx through FTS

– ASGC: 10MB/s to tape 

– CNAF: 25MB/s to tape 

– FNAL: 50MB/s to tape 

– GridKa: 20MB/s to tape 

– IN2P3: 25MB/s to tape 

– PIC: 20MB/s to tape 

– RAL: 10MB/s to tape 

Service Challenge 4 Goals



• Data Transferred Tier-1 ⇒ Tier-2 with PhEDEx
through FTS or srmcp

– 10 MB/s for worst connected Tier-2 sites 

– 100 MB/s for best connected Tier-2 sites

• Data Transferred Tier-2 ⇒ Tier-1 with PhEDEx
through FTS or srmcp

– 10 MB/s for all sites to archive data

Service Challenge 4 Goals

8 Tier-1 centers &
24 Tier-2 centers



Data Transfer SC4 

SC4

CSA06



SC4



CSA06 Data Transfer



CSA06 Data Transfer



Load Test 2007

Load Test 2007 targets are to demonstrate 
the following: 

• demontrate 65% T0 -> T1 peak rate, for 1 week; 

• demontrate simultaneously
– a) T0->T1 50% average rate 

– b) T1->all T2 50% sum of average rate 

– c) all T2->T1 50% sum of average rate, for 12 hrs 

• demonstrate T1 -> each T2 sustainable at 10 MB/s
, for 12 hrs; 

• demonstrate each T2 -> T1 sustainable at 5 MB/s, 
for 12 hrs; 



CSA07

• CSA07 Expected Average Transfer Rates 
CERN to Tier-1

•

– ASGC 26 MB/s

– CNAF 37 MB/s

– FNAL 105 MB/s

– FZK 26 MB/s

– IN2P3 32 MB/s

– PIC 13 MB/s

– RAL 26 MB/s



CSA06 & CSA07

CSA06

CSA07



CSA07 Data Transfer - KNU



Something happened after CSA07



CCRC08

• The Common Computing Readiness Challenge of 
2008 refers to an LHC-wide computing challenge.

• CCRC08 has a preparatory Phase 1 series of tests 
in February, and a main Phase 2 in May 2008. 

• The combined Computing Software and Analysis 
challenge of 2008 (CSA08) refers to the collection 
of CMS tests aimed to test the full scope of the  
data handling and analysis activities needed for    
LHC data-taking operations in 2008. 

• It has components in overlap with CCRC Phase 2 (
the so- called “initial CSA08”, or “iCSA08”).



CCRC08 Data Transfer -KNU



Cumulative Transferred Data Volume 
for all CMS Tiers (Last 52 Weeks)



Transferred Data Volume (Last 52 Weeks)



Destination

Source



Destination

Source



There are 3 more Experiments ...

ATLAS data transfer status - 28 May 2008
Throughput ~1100 MB/s



Dashboards provide tools 
for monitoring and debugging

CMS jobs May 2008 sorted by activities
Up to 200K jobs per day - 35% end-user analysis

job status by site – user can drill down to find details of the errors



Data Transfer for KNU (Last 52 Weeks)



Summary

• LHC will produce massive amounts of data

(15 PB/year)

• The data from the LHC experiments will be          
distributed around the globe Tier centers. 

• The same amount of MC will be produced by   
Tier-2 centers and transferred to Tier-1.

• CSA08 refers to the collection of CMS tests aimed  
to test the full scope of the data handling and      
analysis activities needed for LHC data-taking       
operations in 2008.

• Global ring network plays an important role          
for the Worldwide LHC Computing Grid.
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